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ABSTRACT

We announce the second data release (DR2) of the NOIRLab Source Catalog (NSC), using 412,116

public images from CTIO-4m+DECam, the KPNO-4m+Mosaic3 and the Bok-2.3m+90Prime. NSC

DR2 contains over 3.9 billion unique objects, 68 billion individual source measurements, covers ≈35,000

square degrees of the sky, has depths of ≈23rd magnitude in most broadband filters with ≈1–2%

photometric precision, and astrometric accuracy of ≈7 mas. Approximately 1.9 billion objects within

≈30,000 square degrees of sky have photometry in three or more bands. There are several improvements

over NSC DR1. DR2 includes 156,662 (61%) more exposures extending over 2 more years than in

DR1. The southern photometric zeropoints in griz are more accurate by using the Skymapper DR1

and ATLAS-Ref2 catalogs, and improved extinction corrections were used for high-extinction regions.

In addition, the astrometric accuracy is improved by taking advantage of Gaia DR2 proper motions

when calibrating the WCS of individual images. This improves the NSC proper motions to ∼2.5

mas/yr (precision) and ∼0.2 mas/yr (accuracy). The combination of sources into unique objects is

performed using a DBSCAN algorithm and mean parameters per object (such as mean magnitudes,

proper motion, etc.) are calculated more robustly with outlier rejection. Finally, eight multi-band

photometric variability indices are calculated for each object and variable objects are flagged (23

million objects). NSC DR2 will be useful for exploring solar system objects, stellar streams, dwarf

satellite galaxies, QSOs, variable stars, high-proper motion stars, and transients. Several examples of

these science use cases are presented. The NSC DR2 catalog is publicly available via the NOIRLab’s

Astro Data Lab science platform.
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1. INTRODUCTION

In the last twenty years large and systematic digital

imaging surveys of the sky have revolutionized astro-

nomical exploration. Beginning with the Sloan Digital

Sky Survey (SDSS; York 2000), ground-based surveys

like the PS1 (Pan-STARRS1 Chambers et al. 2016),

Dark Energy Survey (DES; Abbott et al. 2017), Legacy

Surveys (LS; Dey et al. 2019), the DECam Plane Survey

(DECaPS; Schlafly et al. 2018), Zwicky Transient Fac-

tory (ZTF; Bellm et al. 2015), and others have mapped

the sky at multiple bands, epochs and cadences. The

wealth of data from these large surveys has enabled a

wide variety of discoveries and expanded our ability to
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explore the universe with large statistical samples. The

surveys have yielded, for example, dozens of new Milky

Way satellite dwarf galaxies (by DES; e.g., Bechtol et al.

2015; Drlica-Wagner et al. 2015), to systematic searches

of variable stars in the Galactic halo (by PS1; Sesar

et al. 2017), and troves of supernovae in distant galaxies

(e.g., Perley et al. 2020), and much more. In the near

future, the Legacy Survey of Space and Time (LSST;

Ivezic et al. 2008) with the Rubin Observatory will fur-

ther revolutionize astronomy by mapping the southern

skies every three nights for ten years.

A great resource that is often overlooked is the large

wealth of public imaging data that exist in national ob-

servatory data archives. These data are inhomogeneous,

including both large systematic surveys and smaller PI-

driven programs. Hence, significant effort is required in

order to make the entire dataset useful to the commu-
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Figure 1. Density of the 3.9 billion NSC objects on the sky in Galactic coordinates. The higher densities from the Galactic
midplane and Bulge as well as the LMC and SMC are readily apparent. The density is a combination of the true density of
objects as well as the particular exposure times of the various observing programs.

nity as a combined “survey”, with uniform reductions

and calibrations suitable for astronomical exploration.

Similar efforts been undertaken with other facilities, re-

sulting in, e.g., the Chandra Source Catalog (Evans

et al. 2010) and Hubble Source Catalog (Whitmore et al.

2016). However, the variable observing conditions and

large variety of telescope and instrument combinations

have made this effort more formidable for ground-based

optical and NIR imaging archival data. The NOIRLab

Source Catalog (NSC)1 is an effort to create such a uni-

formly processed dataset using the images in the NOIR-

Lab Astro Data Archive2. The first data release (NSC

DR1; Nidever et al. 2018) consisted of 2.9 billion ob-

ject with 34 billion individual measurements from over

195,000 images.

Here we present the second public data release of the

NSC (NSC DR2). It catalogs 3.9 billion unique sources,

representing the largest single astronomical source cat-

alog to date. The 68 billion individual measurements

1 Formerly known as the NOAO Source Catalog.
2 https://astroarchive.noao.edu/

from 412,116 images more than doubles the total data

volume from NSC DR1. Besides more data, NSC DR2

includes some important processing updates. We use

recently released wide-area catalogs (ATLAS-Refcat2,

Tonry et al. 2018a; and Skymapper DR1, Wolf et al.

2018) to improve our photometric calibration in the

south, and more accurate extinction estimates (e.g.,

RJCE method Majewski et al. 2011) for the smaller

number of model magnitudes that we still employ for

zero point estimates. The Gaia DR2 (Gaia Collabo-

ration et al. 2016; Brown et al. 2018) astrometry and

proper motion corrections are used to obtain improved

astrometric calibration of the images which, in turn, pro-

duce more accurate NSC proper motion measurements.

A more sophisticated algorithm is used to group individ-

ual measurements into “objects” using DBSCAN clus-

tering. In addition, eight photometric variability metrics

are computed for each object and 10σ outliers are au-

tomatically flagged. These enhancements improve the

precision of the data, reduce systematics, and add more

valuable information that will make it easier for users to

exploit the data for a variety of scientific goals.

https://astroarchive.noao.edu/
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Figure 2. Histogram of rms scatter around the astrometric
fit per CCD (averaged across the exposure) for DR1 and
DR2. The use of Gaia DR2 astrometry, including proper
motion corrections, reduced the median scatter from 21.3
mas in the NSC DR1 to 16.7 mas in the NSC DR2. The
astrometric scatter is now more tightly peaked around 14
mas.

The paper is laid out in the following manner. The

imaging dataset is described in Section 2 while a descrip-

tion of the data reduction and processing steps is given

in Section 3. A brief discussion of caveats are presented

in Section 4. The overall catalog and the achieved per-

formance and reliability are discussed in Section 5. A

number of science use cases of NSC DR2 are presented

in Section 6. Finally, Section 7 gives a brief summary.

2. DATASET

All sources in NSC DR2 are measured from public

images drawn from the NOIRLab Astro Data Archive3.

The majority of the images used in NSC DR2 are CTIO-

4m Blanco + DECam (340,952 exposures). In addition,

there are 41,561 exposures from KPNO-4m Mayall +

Mosaic3 (the majority from the Mayall z-band Legacy

Survey; MzLS; Dey et al. 2016) and 29,603 exposures

from the Steward Observatory Bok-2.3m + 90Prime

(from the Beijing-Arizona Sky Survey; BASS; Zou et al.

2017, 2018, 2019). A large fraction of the images are

data obtained by the Dark Energy Survey (Abbott et al.

2017) and the Legacy Surveys imaging projects (Dey

et al. 2019).

3. REDUCTION AND PHOTOMETRY

The reduction and analysis tools used are essentially

the same as those used for NSC DR1 (see Nidever et al.

3 https://astroarchive.noao.edu/

2018, for details). We provide a brief summary here and

describe the few changes. The NSC data use images

that are processed by the NOAO Community Pipelines

for instrumental calibration (Valdes et al. 2014; Valdes

et al., in preparation)4. Source Extractor5 (Bertin &

Arnouts 1996) is used to perform source detection, aper-

ture photometry, and morphological parameter estima-

tion from the images. Finally, custom software6 (writ-

ten in Python and IDL) is used to perform photometric

and astrometric calibration, to spatially cluster sources

measured on different images into unique objects, and

to measure their mean object properties.

The NSC processing is split into three main steps:

(1) measurement, (2) calibration, and (3) combination.

These steps are described in more detail below.

3.1. Measurement

The measurement step includes detection of objects in

the images, the measurement of position and aperture

photometry, and the measurement of morphological pa-

rameters. We use Source Extractor (SExtractor) with

the same setup as described in Nidever et al. (2018).

For exposures taken (and publicly available) prior to UT

2017 October 11 (the NSC DR1 cutoff date), we used the

SExtractor files previously used for NSC DR1 files. We

ran SExtractor anew on exposures taken (and publicly

available) after UT 2019 October 17. SExtractor mea-

surement catalogs for 482,630 exposures were considered

for inclusion in NSC DR2. This was later trimmed down

to 412,116 after the application of quality cuts (see sec-

tion 3.3).

3.2. Calibration

The second major NSC processing step is the astro-

metric and photometric calibration. The methods are

nearly identical to those used in NSC DR1 (see Nidever

et al. 2018, for details), with two major improvements:

(1) we use Gaia DR2 proper motions in the astrometric

calibration, and (2) Skymapper DR1 (Wolf et al. 2018)

and ATLAS-Refcat2 (Tonry et al. 2018a) to derive pho-

tometric zeropoints for southern data (i.e., where PS1

data are not available).

3.2.1. Astrometry

The astrometric calibration, as in NSC DR1, is per-

formed on an exposure catalog and linear correction

terms are derived using a reference catalog. In NSC

DR2, Gaia DR2 was used for the reference and the co-

4 https://www.noao.edu/noao/staff/fvaldes/CPDocPrelim
5 https://www.astromatic.net/software/sextractor
6 https://github.com/noaodatalab/noaosourcecatalog

https://astroarchive.noao.edu/
https://www.noao.edu/noao/staff/fvaldes/CPDocPrelim
https://www.astromatic.net/software/sextractor
https://github.com/noaodatalab/noaosourcecatalog
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ordinates of the reference stars were precessed to the

epoch of the observation using the Gaia DR2 coordinates

(J2015.5) and proper motions. Robust standard devia-

tions of the residuals of the astrometric fit are calculated

for each exposure. The median rms of the astrometric

residuals decreased from 21 mas in NSC DR1 to is 17

mas in NSC DR2, and the distributions have become

much more sharply peaked (see Fig. 2). The biggest im-

provement is in the proper motions, which are explained

further in section 5. The rms of the average coordinates

for bright stars when compared to Gaia DR2 is 7–8 mas.

3.2.2. Photometry

While the PS1 catalog made it fairly straightforward

to calibrate the majority (grizY band) of the northern

photometry in NSC DR2, the lack of large-scale photo-

metric surveys and publicly available catalogs made it

somewhat challenging to photometrically calibrate the

southern data. We, therefore, relied on “model mag-

nitudes”, which are linear combinations of photomet-

ric measurements from catalogs such as 2MASS (Skrut-

skie et al. 2006) and APASS (Henden et al. 2015) that

best approximated PS1 grizY and SMASH u-band pho-

tometry. Fortunately, the release of Skymapper DR1

and the ATLAS-Refcat2 (which combine data from PS1,

Skymapper DR1, ATLAS and other catalogs) made

it easier to calibrate southern data in NSC DR2 and

decreased our reliance on the 2MASS-APASS-derived

model magnitudes.

For exposures in grizY bands with δ>−29◦, zero-
points were derived with PS1 and stars with 0.0≤(gPS1−
iPS1)≤3.0. For the southern (δ<−29◦) exposures in

the griz bands, zeropoints were derived using ATLAS-

Refcat2 stars with 0.20.(gATL−iATL).0.80. For u-band

exposures with −90◦≤δ<0◦, zeropoints were derived us-

ing Skymapper DR1 and stars with 0.80≤(GGAIA −
J)0≤1.1. For V R-band exposures, we used the av-

erage of the r-band (PS1 in the north and ATLAS-

Refcat2 in the south) and Gaia DR2 G magnitudes and

stars with 0.0≤(g− i)≤3.0 to derive zeropoints. Finally,

model magnitudes were used for u-band exposures with

δ>0◦ and Y -band exposures with δ<-29◦ (see Table 1).

We improved our extinction measurements in high ex-

tinction regions by using the Rayleigh-Jeans Color Ex-

cess (RJCE; Majewski et al. 2011), which uses near-

and mid-infrared photometry to derive accurate ex-

tinction values star-by-star. In low extinction regions

(|b|>16◦ and RLMC>5◦ and RSMC>4◦ and maximum

E(B − V ) < 0.2) the SFD (Schlegel et al. 1998) red-

dening value is used (converted to E(J − Ks) with a

factor of 0.453). In high extinction regions, RJCE red-

dening values are used with 2MASS near-infrared pho-

tometry (Skrutskie et al. 2006) and mid-infrared pho-

tometry from Spitzer, where possible (from GLIMPSE

Benjamin et al. (2003) in the Galactic midplane and

SAGE Meixner et al. (2006) in the Magellanic Clouds),

or AllWISE (Cutri & et al. 2013). The equation used

with Spitzer data is:

E(J −Ks) = 1.377(H − [4.5µ]− 0.08); (1)

and with AllWISE data is:

E(J −Ks) = 1.377(H −W2− 0.05) (2)

Figure 3 shows the rms of photometric measurements

of bright stars across the sky in each of the seven bands.

The photometric precision is .10 mmag in all bands

(except for u-band) across most of the sky. As in NSC

DR1, the photometric scatter is higher in crowded re-

gions like the Galactic midplane and the centers of the

LMC and SMC, reaching values of ∼50 mmag. The pre-

cision should improve in these regions once PSF photom-

etry is used for measurement. Figure 4 shows the maps

of mean NSC DR2 zero points with airmass-dependent

extinction effects and long-term temporal variations re-

moved. Table 2 gives statistics on the zero point rms

for each band. Overall, the zeropoints are quite spa-

tially smooth except for crowded regions. Since we “ab-

sorb” any aperture correction term into the zero point

value, it is not unexpected for this correction to change

in crowded versus uncrowded regions and show up in

these mean zero point maps. In addition, the jump in

the mean zero point of Y in the Galactic midplane across

the δ=−29 boundary, going from PS1 as the reference

in the north to model magnitudes with 2MASS photom-

etry in the south, suggests a systematic issue related to

extinction, crowding or aperture corrections in one or

both surveys (e.g., PS1 and 2MASS).

3.3. Combination

The final step in the NSC processing is “combination”

in which the measurements from multiple exposures are

spatially cross-matched and average properties are cal-

culated for each unique object.
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Table 1. NSC DR2 Model Magnitude Equations

Model Magnitude Color Range

u = 0.2301×NUVGALEX + 0.7616×GGaia + 0.4937×(G− J)0 + 0.8327×E(J −Ks) + 0.1344 0.8≤(G− J)0≤1.1

Y = J + 0.54482×(J −Ks)0 + 0.422×E(J −Ks) + 0.66338 0.4≤(J −Ks)0≤0.7

(G− J)0 = GGaia − J − 3.27×E(J −Ks)

(J −Ks)0 = J − Ks − E(J −Ks)

Table 2. Zero Point Statistics

Filter δ Range Median Median Median

ZP RMS ZP Error Nreference

u all 0.070 0.0070 552

g > −29 0.039 0.0005 5717

g < −29 0.038 0.0007 3411

r > −29 0.036 0.0008 7290

r < −29 0.040 0.0010 4746

i > −29 0.038 0.0007 9712

i < −29 0.056 0.0012 3473

z > −29 0.045 0.0018 1683

z < −29 0.064 0.0010 4786

Y > −29 0.059 0.0008 7348

Y < −29 0.030 0.0016 1267

VR > −29 0.030 0.0002 15024

VR < −29 0.021 0.0003 6575

3.3.1. Quality Cuts

Before the combination process, we first apply quality

cuts to the exposures, selecting only data satisfying the

following:

1. public, as of 2019-10-17;

2. all chips astrometrically calibrated (using Gaia

DR2) in NSC calibration step;

3. median α/δ RMS across all chips ≤0.15′′;

4. seeing FWHM ≤2′′;

5. zero point (corrected for airmass extinction)

within 0.5 mag of the temporally-smoothed7 zero

point for that band;

7 The zero points were B-spline smoothed over ≈200 nights to
track system throughput variations.

6. zero point uncertainty ≤0.05 mag;

7. number of photometric reference stars ≥5 (per

CCD);

8. spatial variation (RMS across chips) of zero point

≤0.15 mag (|b|>10◦) or ≤0.55 mag (|b|≤10◦)

(only for DECam with number of chips with well-

measured chip-level zero points >5);

9. not in a survey’s bad exposure list (currently only

for the Legacy Surveys and SMASH data).

The same quality cuts used in NSC DR1 are applied

to the individual measurements. We only use measure-

ments:

1. with no CP mask flags set;

2. with no SExtractor object or aperture truncation

flags;

3. not detected on the bad amplifier of DECam CCD-

NUM 31 (if MJD>56,600 or big background jump

between amplifiers);

4. with S/N≥5.

3.3.2. Grouping Measurements

In NSC DR1, we used a “sequential clustering”

algorithm to cluster source measurements into ob-

jects. Sources were successively crossmatched (with

a 0.5′′ matching radius) to existing “objects” or were

added as new objects if no match was found. Average

properties were calculated in a cumulative fashion as

measurements were “added” to an object. While this

algorithm was efficient, it did not allow the use of ro-

bust statistics (e.g., outlier rejection), the calculation

of photometric variability indices, or the ability to de-

tect fast-moving objects. In NSC DR2, we employed a

hybrid spatial clustering algorithm to group measure-

ments into objects. As in NSC DR1, the HEALPix

scheme (Górski et al. 2005) with NSIDE=128 is used to
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Figure 3. Maps of the NSC DR2 photometric rms of bright stars (with more than two measurements) for the seven u, g, r, i, z, Y
and VR bands on a logarithmic scale in equatorial Aitoff projection.
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Figure 4. Maps of the mean photometric zero point in each HEALPix relative to the mean across all exposures in a given band
(in equatorial Aitoff projection). The airmass-dependent extinction effects per exposure and long-term temporal variations in
the zero points have been removed.

tile the sky into smaller regions to efficiently parallelize

the computation during this combination step.

For a given HEALPix, all measurements passing the

above-mentioned quality cuts of chip images overlap-
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Figure 5. Depth maps (95th percentile) for all seven u, g, r, i, z, Y and VR bands in equatorial Aitoff projection.

ping the HEALPix and its neighboring HEALPix are

loaded. For HEALPix with many measurements (over

1 million), the combination algorithm is performed on

smaller HEALPix subregions (up to 64 nside=1024) and

the results later merged together.
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Figure 6. Number of NSC exposures on a logarithmic scale in equatorial coordinates.

The two steps of the hybrid spatial clustering algo-

rithm are (1) clustering with DBSCAN (Density-based

spatial clustering of applications with noise Ester et al.

1996) using a small clustering distance to generate ob-

ject centers, followed by (2) sequential clustering of the

leftover measurements using the object centers. The

first step allows the definition of objects themselves

(i.e., their central positions) using their spatial coher-

ence which should be roughly on the scale of the me-

dian astrometric uncertainty. Therefore, the eps param-

eter, the maximum distance that two points within a

given cluster can be separated, is set to three times

the median astrometric uncertainty or a minimum of

0.3′′; on average eps≈0.4′′. The minimum number of

points to define a cluster is either three or the total

number of exposures (if this is < 3). The second step is

needed because the DBSCAN clustering does not take

into account the astrometric uncertainty of individual

measurements. The measurements not clustered in the

DBSCAN step are crossmatched to the existing object

centers using a crossmatch radius of three times their

astrometric uncertainty or a minimum of the DBSCAN

eps value. The crossmatching is done successively, with

the leftover measurements from one exposure at a time.

Any measurements not matched to existing objects are

added as new objects to the object list.

We then calculate average properties for each object

from the calibrated and grouped measurements. These

include flux-weighted mean coordinates, robust proper

motions, mean magnitude, uncertainties, RMS, some

morphology parameters per band, and mean morphol-

ogy parameters across all measurements.

3.3.3. Photometric Variabilty Metrics

The new clustering method allows for the calcula-

tion of photometric variability indices. We calculate

eight variability metrics: RMS, MAD, IQR, von Neu-

mann ratio η, Stetson’s J and K indices, χ, and RoMS.

Sokolovsky et al. (2017) give detailed descriptions and

comparisons of these and other metrics and helped guide

our work in this area. The metrics we used can be sepa-

rated into two groups: (1) metrics using only the magni-

tude residuals (relative to the flux-weighted mean mag-

nitude in each band; i.e., MAD, RMS, IQR, η), and (2)

metrics using both the magnitude residuals and their un-

certainties (J, K, χ, RoMS). Examples of the eight pho-

tometric variability indices for one HEALPix are shown

in Figure 8. The photometric variability indices alone

are not enough to select photometrically variable ob-

jects as the average value of the metric will change with

magnitude. An additional analysis is performed on each

HEALPix to calculate the median value of the metric

and the robust scatter as a function of magnitude. We

cannot use a single band for this magnitude because not

all objects will have data in that band. Therefore, we

construct a “fiducial magnitude” which is the first band
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Figure 7. Cumulative histogram of (Left) area and (Right) number of objects with numbers of exposures greater than some
value.

in the prioritized list [r, g, i, z, Y , V R, u] that has

been observed for a given object. Figure 8 shows ob-

jects within 3σ of the median metric value as a function

of fiducial magnitude (black dashed line) as filled red

circles. Objects with variability 10σ or more above the

median are indicated by blue × symbols (the 10σ cut-

off is denoted by the green solid line). We decided to

use the MAD variability index for identifying variable

sources. All objects that are 10σ above the median are

flagged VARIABLE10SIG (23,270,027 objects). The offset

of each object in units of sigma from the median is re-

ported in the catalog as NSIGVAR, to aid users who desire

a different σ cutoff. The use of the NSC DR2 variabil-

ity information to study variable stars and quasi-stellar

objects (QSOs) is discussed in Sections 6.3 and 6.5, re-

spectively.

4. CAVEATS

Users of the NSC DR2 should be aware of the following

caveats.

As the observations are taken over a range of observ-

ing conditions and instruments, two distinct neighboring

objects may be spatially resolved in some exposures but

not others. This causes inherent problem when combin-

ing measurements at the catalog-level. Figure 9 shows

one example, where the measured object centers cluster

into three groups: the individual centers of the two stars

from good-seeing exposures, and a position between the

two resulting from the poor-seeing exposures where the

sources remain confused. There is no clear-cut “correct”

way to handle this situation, without a more sophis-

ticated source modeling approach (e.g., Tractor Lang

et al. 2016). For now, we have chosen the simple ap-

proach: we have left the three clusters as three separate

objects, but flagged the object of the unresolved pair of

stars as a PARENT. This flag is set for any object that

contains other objects inside its ellipse footprint defined

by its central coordinates and the ASEMI, BSEMI, and

THETA shape parameters.

As mentioned in Section 3.3, the eps parameter was

determined independently in each HEALPix based on

the measurements and the median astrometric uncer-

tainty within that HEALPix. While this was meant to

allow the clustering of measurements into objects to be

determined by the data itself, it had unforeseen con-

sequences at the boundaries of HEALPix regions. Each

HEALPix region includes measurements in a 10′′ bound-

ary around it. Only objects, and their constituent mea-

surements, are included in the HEALPix catalog if the

final central position is inside the HEALPix boundary.

If a neighboring HEALPix clusters the measurements
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Figure 8. The eight photometric variability indices computed in NSC DR2. RMS, MAD, IQR, von Neumann ratio η, Stetson’s
J and K indices, χ, and RoMS. Each index is shown versus a “fiducial magnitude” which is the first band in a prioritized list
(r, g, i, z, Y , V R, u) that has been observed for a given object. The filled red circles are objects within 3σ of the median as a
function magnitude (black dashed line). The blue × symbols are objects 10σ above the median; this threshold is indicated by
the green line.

at the boundary in the same way, as was done in NSC

DR1, then the measurements and objects are appropri-

ately parceled out to their correct HEALPix. In NSC

DR2 the clustering parameter changes slightly from one

HEALPix to the next, resulting in rare instances when

measurements are either not grouped into an object or

grouped to multiple objects. This mostly happens in

very crowded regions such as in the Galactic bulge or

the centers of the LMC and SMC. The NSC DR2 con-

tains 77,273 missing and 9,345 duplicate measurements.

While this is a non-negligible number, it is nonetheless a

small fraction of the total 68 billion total measurements.

In a future data release, the DBSCAN clustering param-

eter will be fixed for all HEALPix.

5. DESCRIPTION AND ACHIEVED

PERFORMANCE OF FINAL CATALOG

The NSC DR2 covers more than 35,000 square degrees

of the sky and catalogs over 3.9 billion unique objects

(Fig. 1). It includes more than 68 billion individual mea-

surements — twice the number in NSC DR1 — from

412,116 exposures spanning over 7 years. Most of the

sky is covered in multiple bands, with 33,028 square de-

grees having two bands and 30,860 square degrees hav-

ing three bands. Almost 1.9 billion objects have data
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Figure 9. Combining measurements of objects taken under
different seeing conditions results in source confusion. The
background image is a good-seeing exposure showing two
resolved stars. The dark filled circles are the centers of in-
dividual measurements color-coded by their spatial FWHM
(darker colors for smaller seeing FWHM). The red ellipses
are the measured shapes of those measurements. The bet-
ter seeing data results in two sources associated with the
two stars, whereas the poor seeing data results in a common
source with a larger ellipticity.

in three or more bands and can be used to construct

color-color diagrams.

Maps of the 95th percentile depths are shown in Fig-

ure 5. The median depths are 22.6, 23.6, 23.2, 22.8, 22.3,

21.0, 23.3 mag in the u, g, r, i, z, Y, and VR bands. The

photometric precision (Fig. 3) is .10 mmag is all bands

with the exception of the u-band, and is fairly uniform

across the sky. Although an effort has been made to im-

prove the photometric calibration in crowded and dusty
regions by using more accurate extinction corrections

(e.g., the RJCE method) and newer reference catalogs

in the southern sky (e.g., Skymapper DR1 and ATLAS-

Refcat2) some issues remain. We advise caution when

using the photometry in the very crowded and high ex-

tinction regions.

Most of the sky is covered by multiple exposures giv-

ing rise to a valuable time-series dataset (Fig. 6). Cu-

mulative histograms of the area and number of objects

with a certain number of exposures is shown in Figure 7.

Roughly 500 million objects have 30 or more exposures,

which should be enough to reliably detect and classify

many classes of variable stars (e.g., see Section 6.3).

The large numbers of repeat observations of individ-

ual sources also permits reliable estimates of their proper

motion. Figure 10 shows a comparison of well-measured

NSC DR2 proper motions (S/N>3 or a proper mo-

NSC DR2 − GAIA DR2 Proper Motion Comparison
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Figure 10. Comparison of NSC DR2 proper motion mea-
surements with those from Gaia DR2 for 1,365,136 stars in
a 700 degree squared region centered on (α,δ)=(45◦,−30◦).
Only stars with proper motion S/N>3 or proper motion er-
ror <3 mas yr−1 (in both µα and µδ) in both catalogs and
at least three detections in the NSC and a temporal baseline
of 200 days were selected. The one-to-one line is shown in
red. The median offset in µα/µδ is 0.248/0.065 mas yr−1

(NSC−Gaia) with a robust scatter of 2.45/2.36 mas yr−1.

tion error <3 mas yr−1 in both µα and µδ) to those

in Gaia DR2 in a 700 square degree region around

(α,δ)=(45◦,−30◦). The two datasets agree very well

with the median offset in µα/µδ being −0.248/−0.065

mas yr−1 with a scatter of 2.45/2.36 mas yr−1.

NSC DR2 is being released through the NOIRLab’s

Astro Data Lab8 (Fitzpatrick et al. 2016; Nikutta et al.

2020). The database tables can be accessed via direct

SQL queries using the Data Lab client software (Python)

or via a TAP service9. The column descriptions can be

viewed using the Data Lab query interface page10. Data

analysis and exploration can be performed using the As-

tro Data Lab’s Jupyter Hub Notebook server running

next to the data which provides fast access.

8 https://datalab.noirlab.edu
9 http://datalab.noao.edu/tap
10 https://datalab.noirlab.edu/query.php

https://datalab.noirlab.edu
http://datalab.noao.edu/tap
https://datalab.noirlab.edu/query.php
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Figure 11. (left) “Tracklets” of solar system objects detected from the NSC in an area near the ecliptic plane, in equatorial
coordinates [◦]. Individual measurements are color-coded by their observation time. (right) Proper motion [′′/hr] of tracklets
from left panel, in ecliptic coordinates. 3 groups of objects are shown: (a) Main Belt Objects, (b) Hilda asteroids, and (c)
Jupiter Trojans.

6. EXAMPLE SCIENCE USE CASES

There are many science use cases for a large catalog

like the NSC DR2. Below we describe a handful of them:

Solar System objects (§6.1), stellar streams (§6.2), vari-

able stars (§6.3), proper motion searches (§6.4), and,

QSO variability (§6.5).

6.1. Solar System Objects

The large temporal baseline and multiple repeat ob-

servations available in the NSC make it ideal for ex-

ploring Solar System objects (SSOs). Figure 11 shows

3,313 tracklets detection in the area of one DECam field

near the ecliptic plane. It is immediately obvious that a

large fraction of the tracklets are in the same direction,

reflecting the tendency of SSOs to have predominantly

prograde orbits.

Of all SSOs, identifying Near Earth Objects (NEOs)

is of particular interest because of the danger they pose

to the Earth. Catastrophic effects can result from both

large and small bodies; an asteroid with a diameter of

15 km likely caused the mass extinction event 65 million

years ago that is widely believed to have killed a signif-

icant fraction of the non-avian dinosaurs, whereas the

object that flattened 2,000 km2 of forest in Tunguska in

1908 was “only” 200 m in diameter. Concern over past

and future impacts led the U.S. Congress to introduce

the Spaceguard directive in the 1990’s, directing NASA

to find 90% of NEOs with a diameters ≥1km (Morri-

son 1992). In 2011 NEOWISE (Mainzer et al. 2011)

reported the completion of the Spaceguard goal, and

are now working towards the new goal of detecting 90%

of NEOs greater than 140 m in diameter11 along with

the Catalina Sky Survey (CSS), ATLAS (Tonry et al.

2018b), and LINEAR.

The NSC expands the search carried out by projects

such as the Palomar Transient Factory (Law et al. 2009),

ZTF, CSS, and PS1, and the ones that will soon be pos-

sible with the Rubin Observatory’s LSST. In addition to

being deeper than many existing surveys (and therefore

able to detect smaller NEOs), the NSC adds data cov-

erage in sparsely observed regions of the sky (e.g., the

southern sky that PS1 does not reach and the Galactic

plane that is unobserved by CSS).

The NSC’s depth suggests that it probably contains

many detections of objects further from the sun. Study-

ing properties of the distant Kuiper belt objects (KBOs)

will provide stronger constraints on planet formation

theories, as KBOs are likely remnants of the primordial

solar system. Further detections of both KBOs and the

even more distant Inner Oort Cloud objects can reveal

the effects of external forces such as the Galactic tide,

passing stars, or distant unknown planets (such as the

proposed Planet 9; Sheppard & Trujillo 2014) on our

solar system and its formation history. The Planet 9

hypothesis stems from an observed clustering in the ori-

entation and phase of the orbits of distant solar system

11 https://www.nasa.gov/planetarydefense/neoo
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Figure 12. The Palomar 5 stellar stream as seen in NSC
DR2, which includes data used by Bonaca et al. (2020).

objects (Sheppard & Trujillo 2014). Although to date it

remains undetected, the NSC data could contain detec-

tions of the elusive Planet 9—or additional distant solar

system objects that could shed further light on Planet

9’s existence.

Objects found in the NSC may also clarify the size

distribution of solar system bodies. The number of

asteroids detected in groups of similar radii does not

match the predictions (Sheppard & Trujillo 2010), but

the results of a search through the NSC data could al-

ter the situation. By investigating the range of aster-

oid sizes, new parameters will be established regarding

the accretion and formation history of the solar system.

Therefore, with the right analysis techniques in hand,

the deep, multi-band, time-series NSC information of

3.9 billion objects will allow us to markedly improve the

census of solar system bodies and help our understand-

ing of planet formation.

6.2. Stellar Streams

Stellar streams are the remnants of old globular clus-

ters or dwarf galaxies that have been tidally disrupted

and stretched apart by interactions with the Milky Way

(e.g, the Sagittarius stream; Majewski et al. 2003; Ko-

posov et al. 2012). These linear over-densities of stars

are very valuable for constraining the Galactic gravi-

tational potential and cn potentially reveal dark mat-

ter sub-halos that disturb the otherwise uniform stream

shape. With the knowledge that streams form from old

star clusters and dwarf galaxies (which typically have

a small range in stellar age), search algorithms can be

tuned for these characteristics. Using isochrones, we can

search the sky for populations that fall within a small

tolerance of these curves in color-magnitude space (i.e.,

masked filters Grillmair & Dionatos 2006a). Stellar den-

sity maps at a large range of distance moduli can then

be created and searched for linear overdensities, the tell-

tale sign of a stream. The broad spatial coverage and

depth in multiple bands make the NSC DR2 very use-

ful for detecting new stellar steams, especially in the

southern hemisphere which has not yet been systemati-

cally searched the way the northern hemisphere has with

SDSS and PS1.

Figure 12 shows an example of the application of this

technique to a region of sky near the well-known Palo-

mar 5 stellar stream (e.g., Odenkirchen et al. 2001; Grill-

mair & Dionatos 2006b; Bonaca et al. 2020). Search-

ing the NSC DR2 with an isochrone with metallicity

[Fe/H]=−0.5, an age of 11 Gyr, and distance modulus

of 17.57 mag (33 kpc), the resulting density map clearly

reveals the stream-like tidal tails of Pal 5. The NSC DR2

catalog covers new areas that haven’t been searched ex-

tensively before and could reveal new stream candidates.

6.3. Variable Stars

The NSC DR2’s temporal baseline and depth are also

very useful for detecting and studying variable stars, es-

pecially since the DR2 reports photometric variability

metrics and an automatic selection of over 23 million

variable objects. Figure 13 shows an example RR Lyrae

lightcurve using data from NSC DR2. Since variable

stars are “standard candles”, we can determine their dis-

tances accurately and use them as probes to study the

structure of our Milky Way galaxy. RR Lyrae variables,

in particular, are plentiful and luminous and have been

used for decades to explore the stellar structure of the

Milky Way stellar halo. Sesar et al. (2017) used ∼40,000
RR Lyrae stars from PS1 to detect a new feature of the

Outer Virgo Overdensity in the outer MW, while Her-

nitschek et al. (2017) used the same dataset to create

an accurate 3D map of the Sgr stellar stream. The deep

NSC data can be used to detect RR Lyrae (and other

variables) over nearly the entire sky and to larger dis-

tances than previously possible, extending these types

of studies throughout the Milky Way and its satellites.

6.4. Proper Motion Searches

Gaia DR2 has revolutionized astrometry, but the NSC

nevertheless provides a valuable complement by provid-

ing proper motion measurements that push much fainter

at optical wavelengths. At g band, NSC is ∼2.5 mag-

nitudes deeper than Gaia. NSC DR2 will thus enable
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Figure 13. Example lightcurve of an RR Lyrae star showing
three bands. Rejected outlier points are marked with ×s.

proper motion searches for distant stars with high tan-

gential velocities over a volume ∼25 times larger than

Gaia, extending the many prior Gaia-based studies of

hypervelocity and runaway stars (e.g., Shen et al. 2018;

Kenyon et al. 2014; Brown et al. 2018). NSC can also

measure motions for white dwarfs much fainter than

those accessible to Gaia, expanding the census of white

dwarfs in the solar neighborhood. Accurate NSC proper

motion measurements for faint white dwarfs will also

help purify selections of faint quasars, and provide more

opportunities to uncover valuable ultra-cool white dwarf

binaries where metallicity and radial velocity can be ob-

tained from a main sequence companion (e.g., Lam et al.

2020). Figure 14 shows two examples of high proper mo-

tion stars well detected in the NSC DR2 data.

By virtue of its excellent red-optical sensitivity and

sky coverage, NSC DR2 will also provide many excit-

ing opportunities to search for very late type stars and

brown dwarfs in the solar neighborhood. CatWISE 2020

(Eisenhardt et al. 2020) currently represents the best

available infrared proper motion catalog, but NSC DR2

will offer capabilities not possible with CatWISE. At its

faint end, CatWISE motions are only significant above

∼150–200 mas/yr. On the other hand, NSC measures

motions many times smaller than this at high signifi-

cance. Reliably identifying late type objects with low

proper motions and accurately measuring those small

motions are critical steps toward pinpointing young

planetary mass brown dwarfs, such as those in nearby

moving groups (e.g., Schneider et al. 2017). NSC Y band

is also typically deeper than WISE for brown dwarfs in

the late M to early T regime, whereas Gaia is shallower

than WISE for all brown dwarf types.

The ∼1′′ angular resolution of NSC can also enable

motion searches that are not feasible with WISE (which

Figure 14. Examples of high proper motion stars in NSC
DR2. (Top) A co-moving pair of objects (21st and 22nd
magnitude) with a proper motion of 270 mas/yr. (Bot-
tom) A 21st magnitude star with a total proper motion
of 205 mas/yr. The Legacy Survey Viewer (https://www.
legacysurvey.org/viewer) was used to generate the back-
ground RGB images.

has FWHM ∼ 6′′ from 3-5µm). For instance, NSC can

be queried for pairs of faint/red objects with similar

proper motions, to find closely spaced (few arcsecond

separation) brown dwarf visual binaries. Similarly, NSC

can be used to find close late-type co-moving compan-

ions to white dwarfs, providing valuable benchmark sys-

tems for the typically difficult task of estimating brown

dwarf ages. In both of these examples, CatWISE would

merely show one blended moving source rather than the

resolved pair provided by NSC.

6.5. QSO Variability

Variations in the brightness of QSOs can be due

to changes in the accretion disks and/or in the ob-

scuration as dense absorbers might occult the central

point source along our line of sight. Depending on

its physical origin, QSO variability can occur over a

range of timescales, with month-to-year long variations

of >1 mag and shorter timescale (days-to-weeks) vari-

ability as large as >0.1 mag. Variability measurements

of QSOs are used to (1) identify them; and (2) infer

physical properties (e.g., black hole masses from rever-

https://www.legacysurvey.org/viewer
https://www.legacysurvey.org/viewer
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Figure 15. (Top) Image cutouts (30 arcsec wide) of a
z ≈ 0.7 variable QSO. (Middle) Lightcurve showing three
bands as a function of the Modified Julian Date (MJD) of the
observations. Vertical tick marks indicate when the spectra
from the bottom panel were taken. (Bottom) SDSS spectra
from three different MJDs, where the most striking differ-
ences are found in the spectral region around the Mg II line.

beration mapping, changes in accretion rates and/or ob-

scuration).

Optical identification of QSOs typically relies on a

point-source morphology (which may not strictly hold

at low redshifts when the QSO host galaxy is resolved)

and/or on color cuts to differentiate them from stars and

galaxies. However, optical colors sometimes overlap be-

tween these various classes. Thus, using the unique sig-

natures of QSO variability (which can be distinguished

from stellar variability) can enable us to select samples

of quasars across a range of redshifts. For instance,

Palanque-Delabrouille et al. (2011) found that QSO

variability selection is more complete at 2.7 < z < 3.5

compared to traditional optical color selections which

suffer from overlap with stellar-like colors in this red-

shift range. Recently, researchers have used, e.g., SDSS

Stripe 82 multi-epoch data (Palanque-Delabrouille et al.

2016), Palomar Transient Factory (Myers et al. 2015),

or the Catalina Real-time Transient Survey (Graham

et al. 2020) to search for QSOs based on variability.

The NSC DR2 tends to reach fainter magnitudes than

Figure 16. (Top) As in Figure 15, but for a z ≈ 1.55
variable QSO. (Middle) Lightcurve showing three bands as a
function of the MJD of the observations. Vertical tick marks
indicate when the spectra from the bottom panel were taken.
The overall trend indicates fading by ∼0.8 mag. (Bottom)
SDSS spectra from three different MJDs. The last spectrum
(light blue) displays fainter emission blueward of ∼ 2000 Å.

these datasets, but does not uniformly include as many

epochs. Therefore, one could build from these previous

efforts by comparing quasars that overlap, and devising

a selection function tailored to the NSC measurements

and pre-computed variability metrics.

In addition to enabling population studies, the wide

footprint of the NSC allows the search for rare sources

like the Changing-Look Quasars (CLQ) or other sub-

classes of AGN with the most extreme variations (e.g.,

LaMassa et al. 2015; MacLeod et al. 2019). As a proof

of concept, we used the Astro Data Lab platform to

cross-match the SDSS DR14Q quasar catalog (Pâris

et al. 2018) with NSC DR2, finding a match within 1′′

for 527,552 quasars. We required NDET> 15 to en-

sure a minimum sampling of NSC light-curves, yielding

133,013 quasars. We then examined cases with the most

extreme variations (NSIGVAR> 10), which also have

multiple spectra from SDSS (≥3 spectra). We show two

different examples with obvious variations in both their

SDSS spectra, and their NSC light curves in Figures 15

and 16. The NSC is ideally suited to reveal many more
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interesting cases, and can further be extended beyond

the SDSS footprint. It is sensitive enough to include

QSOs out to higher redshifts (z > 2), which is relevant

given recent findings reporting the first cases of CLQs at

z > 2 (Ross et al. 2020). NSC photometric lightcurves

will also complement future spectroscopic surveys such

as the upcoming Dark Energy Spectroscopic Instrument

(DESI) survey.

7. SUMMARY

We present the second public data release of the

NOIRLab Source Catalog (NSC DR2) based on over

412,000 public images from the NOIRLab Astro Data

Archive from both the northern and southern hemi-

spheres. The catalog contains 68 billion individual mea-

surements to depths of ≈23rd magnitude of 3.9 billion

unique objects across 86% of the sky and over baselines

of ≈7 years. Due to the wealth of temporal information

— half a billion objects have 30 measurements or more

— the NSC DR2 delivers reliable proper motions (many

stars fainter than the giant limit) as well as multiple

photometric variability metrics. The catalog enables a

number of exciting science topics including (1) a cen-

sus of Solar System bodies to faint depths, (2) searches

for stellar streams and dwarf satellite galaxies in areas

not previously probed, (3) cataloging variety types of

variable stars, and (4) using QSO variability to identify

and/or study these objects.
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AJ, 151, 134

http://arxiv.org/abs/0804.3850
http://www.scipy.org/
http://ipython.org
http://dx.doi.org/10.1109/MCSE.2011.37


20

Wolf, C., Onken, C. A., Luvaul, L. C., et al. 2018, PASA,

35, e010

York, D. G. 2000, AJ, 120, 9.

http://arxiv.org/abs/astro-ph/0006396

Zonca, A., Singer, L., Lenz, D., et al. 2019, Journal of Open

Source Software, 4, 1298.

https://doi.org/10.21105/joss.01298

Zou, H., Zhou, X., Fan, X., et al. 2017, PASP, 129, 064101

Zou, H., Zhang, T., Zhou, Z., et al. 2018, ApJS, 237, 37

Zou, H., Zhou, X., Fan, X., et al. 2019, ApJS, 245, 4

http://arxiv.org/abs/astro-ph/0006396
https://doi.org/10.21105/joss.01298

